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FINDINGS OF THE STANDARD BENCHMARK
P LIBRARY STUDY GROUP -

- b y . 7~

Dennis M. Conti

//’”? . ABSTRACT

This report presents the findings of a
Government-industry study group investigatfng-the
technical feasibility _of standard benchmark
programs. As part of its investigation, the study
group reviewed earlier efforts to develop and use
standard benchmark programs. Several 1issues
dealing with the 1implementation, maintenance,
cost /bepefit,. and acceptability ‘of -standard
benchmarks emerged as a reéult of this review.
The problems encduntered by the study group,
notablg%the lack of an accepted definition , of

‘"repregfentativeness," - prevented it from arriving
at & ~definitive statement on feasibility.

Howevegﬁ \several areas were identified as topics
requiring further investigation and are presented
in this report. , ‘

Key words: Benchmarking; benchmark library:
selection of. ADP systems; standard benchmarks;
synthetic benchmarks; workload characterization;
workload definttion. '

1. Introduction

Benchmarking 1is. an accepted mechanism for testing
vendor systems in the competitive selection of computer
systems within both private industry: - and the- Federal
Government. However, due to the rising cost of benchmarking
on the part of both agencies and vendors, new methods need
to be explored» that will help reduce the overall costs o¥
benchmarking. For this. reason, the_ concept of ."standard"
benchmark prdograms has received renewed interest. A
collection (or “library") .of such programs could serve as a
source from which agencies would select parameterized,
functional synthetic progtams to supplement their normal
benchmark mix. I'n this context, a "functional synthetic
program” is a computer program which is written to perform

'some pre-defined ADP fuhction. Several-important questions
,'\ * ? )
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remain, however, related to the feasibility of such an
approach., )

-
-

A Government—lndustry study group was formed in 1976 to
determine the technical feasibility of the standard
benchmark library concept. This report first surveys past

\‘effOLtS ta develop and use standard benchmarks, and then

summar izes the problems engountered by the study group. The
report ends with a set of conc]uqlons and suggestions for-
future work. ‘

BN ~ - %
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lL.1. Background R - ,

14

sovernment-wide concern for benchmarcking-related

';nwwﬂems ahas becn evident since at least 1969 when it was g

major to at tHe Conference on the Selection and
Procurement of Computer Systems by the Federal Government,
sppnsored by the Office of Management and Budget.

In December 1972 the Commission on Governmept
Procuﬂgment - 1ssued the following recommendat ion
(Recomdendation D-14) to_the Executive Branch [14]:-

"Develop and issue a set of standard programs - to

be used as benchmarks for evaluating vendor ADPE

(automatic data processing equipment) proposals.”
In response to this recommendation, the  General Services
Administration initiated and chaired fa committee of
Executive Branch agencies which included the National Bureau

Administration, t he Nat ional Aeronautics’ and Space

~of Standards (NBS), the Department of Defense, the Veterans -

Administration, an the (then) Atomic Energy Commission.”

The committee developed an Executive Branch position paper
dated March 27, 1974 (3] which stated that:
"The fea51b111ty of developing and issuing. a set
of standard programs to be used as benchmarks
throughout the Federal Government for evaluating
vendor ADPE proposals has not yet been
established. If it 1is determined that these
benchmarks are feasible, it is the recommendation
of this committee that the recommendation be
-adopted by the Executive Mranch as stated by the
.Commission on Government Procurement." \
' The Executive Branch position paper added that: .
"The primary objective of Recommendation D-14 was
perceived to provide a mechanism to reduce the
costs incurred by both the user and computer
vendor in the benchmark process." : *
It also stated that' o0 (

-~
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\\\...much preliminidry work needs to be done to test
the feasibility,of var ious approaches to:.standard
benc®rks."
The position paper also pointed out that ”criterla had ~ not
yet been established for determining feasibility" and that
such criteria should be established "at an early date."”

. In May 1976, the Office of Management and Budget gave
notice in the ¢ Federal Register =~ of , acceptance of
Recommendation D-14 on behalf of the Executive Branch, and
assigned lead agency responsibility to NBS as part of its
existing central management role and ongoing efforts in
benchmarking. NBS was directed to "coérdyqfte and seek
-advancements in benchmarking within the execut'ive branch"

*and to "publish~ various guidelines and documents, as

appropriate."
\

Shortly before this tlme, NBS began,a cooperative study
effort with participation from the .S., Department of
Agriculture and Bell Laboratories to examine the technical
feasibility of the development and use of functional
synthetic programs as a basis for a common-use ("standard
benchmark") ., library, one of several possible approaches
responsive to Recommendation D-14. All «three of these
organizations had' extensive experience in the development

~and use of synthetic benchmark programs. '

1.2. Perspective
~

- The technlque of benchmarklng remains a necessary and
important tool in the Competltlve evaluation and selection
of computer systems within both private industry and the
Federal Government. This is true for several reasons. It
is acceptable to the computer. industry as a fair and
unbiased 1live test of a vendor's proposed system. ﬁk is a
‘mechanism by which an agency ,can model its current and,
projected workloads 1in suc a way as to ensure that the
vendor's proposed system will be of an appropriate size. It
is "a test- mechanism which is repeatable within acceptable
limits from one vehdor to the next. Finally, for most batch
benchmarks, the benchmark <can be ‘run against the newly
installed system as part of an agency' s acceptance testing
procedures. ' ' ’

i

Benchmarking as currently practiced within the Federal
Government usually consists of. five distinct phases. During
Phase 1, the workload to be performed by the new system 1is
defined. "~This usuallly requires an analysis’of the current



wotkload, a prediction of its future growth, and an estimate
of new.applications. 1n Phase 2, albenchmark'is constructed
to represent the defined workload, often in terms 'of some
critical period of the workload’ (e.g., a peak month).
Dur ing Phase 3, the -benchmark is tested, sometimes by
running it on a system other than the agency's current one.
The benchmark is then modified to eliminate any errors oOfr
m&)or machine dependencies,-and 1s suitably documented for
vendor use. In Phase 4, each competing vendor makes
necessary and  allowable changes to the benchmark in order
for it to run on his system. Fach vendor also undertakes to
configure a system capable “of processing the benchmark
witBin some- agency-determined time constraints. Finally, 1n
Phasc 5, the benchmark is run as part of a timed live test
demonstration, and its performance 1s compared against the
agency~defined constraints. During each of these phases, a
cost is incurred either by the agency (Phases 1, 2, 3), by
the vendor (Phase 4y, or_by both the agency and the vendor
(Phase 5) ., The impact of the benchmark library concept on
each of these costs .is discussed in Section 3.3.

Although benchmarking is an 1mportant sizing tool, 1t
is not an exact one. Benchmark runs are approximations to
true workload (¥muwus over some agency-determined time
frame. The degree to which a benchmark is representative of
the true worklqad depends upon the complexity of the rcgé
workload, the accuracy with which future workload dema
can be predicted, and the amount: of effort the aqoﬁby
invests in the worklodd definition and benchmark
construction phases. Producing high-quality . benchparks 1is
usually a very expensive prqcess for an agency. ow-quality
benchmarks, on thé other. hand, are less expensgve to
produce, but ‘usually result in higher: costs to”the vendors
(as in the case of poorly documented programs) , in addition
to a higher risk that the procured system may ot adequately’
satisfy the agency's requirements. It is he need for
high-quality benchmarks at less cost tqg both the agencies
and vendors that has prompted various efforts to establish a
library of standard benchmark programs.

14

-

2. Previous Efforts
Several early efforts, notably those within the
Department of Defense, attempted to address the benchmark
library concept. Other related works include the use of
standard benchmark problems by the Auerbach Corporatigon, a
paper by Lucas in 1972 in which he outlined a set of modujes
that could be used to construct a functioqal benchmark, and

/
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a study by the Mitre Corporation ih 1975 in which results of
a limited test of the benchmark Jlibrary concept were

‘presented. More recently, the use of an internal set of

standard benchmark programs by the U.S. Department of
Agriculture in their own procurements appears to be the most
promising effort toward establishing feasibility. Each of
these activities is discussed -in more detail below.

4
2./ Department of Defense Efforts

a. Air Force efforts
\

In 1971, & study conducted for the U.S. Air Force by
the Mitre Corporation [11] resulted in a plan for a standard
benchmark library for use in the competitive selection of
computer systems by the Air Force Diréctorate of -Automatic

Data Processing Equipment Selection (MTUS). The study
:anludedna feasibility study and an .economic analysis of the-

tandard benchmark approach as it applied to Air Force
procurements. The study outlingd the ‘objectives and
operation of a benchmark library, “and presented several

“issues related to its use. Among the issues raised ‘were:

1. Could vendor systems cvolve in such a way that they
would eventually be "tuned" to process the standard
benchmark programs in a manner more efficient’ than
the real workload?

2. What form shoﬁld the benchmarks take (e.qg., actual
user programs Vs. small CPU and 1/0 (synthetic)
a modules) ? , )

3. Can users build representativeg workload models
(1.e., benchmagrks) using standard benchmark
programs? . :

This last point -was determined to be "thd single most

important issue in consideration of an MCS standard

benchmark library." Because of this, it was suggested that

"a trial run of the wuse of library programs to specify

system workloads should be performed before the  library

concept is fully implemented." The study also estimated the
level of staff and computer resources. needed to implement
the 1library, in addition to the dollar savings to the, Air

Force based on its use. Because the investment decision

-would "just about break even" (i.e.,  costs would equal

benefits), it was concluded that the decision whether to
implement the library should be based on non-monetary

-



'benefits, such as reduced time to complete a procurement and
reduced vendor <costs. However, the study added that the
most critical problem was whether user workloads could be
répresented by benchmark programs chosen from a standard
library, and that this quesgion could only be answered
through experience. The stud®$ called for an early review of
feasibility and a test run of the library as soon as it
became  operational.® Apparently no further work was
under taken on this effort;

b. Army ecfforts

' The development of standard benchmarks within the
‘Department of the Army began in September 1972 in response
to recommendat ions made by a Department of Defense (DOD)
task force investigating the time and ¢ost of ADPE
procurements. This d velogyent effort became a full-time
project within the B.S. Army Computer Systems Support and
Evaluagton Command AUSACSSEC), although the project was
coordinated by a joint gteering committec composed of
members from the Army, Nav{, Air Force, and Defense Supply
Agency. . Initial efforts centered on the development of
functional synthetic benchmark programs, data files™ to be
used by the synthetic programs, and the development of a set
of procedures tor the use, distribution, and maintenance of
the programs,

A Contributor's Symposium on Standard Boenchmarks was
held at USACSSEC in October 1972 for the purpose of refining
the standard benchmatk concept. Participants at t he
symposium included representatives from ADPE vendors, the
(then) Business Equipment Mghufacturer's Association (BEMA),
interested universities, ADPE rescarch firms, and the joint
steering committee. The following excerpt from Department

-~ of the Army Pamphlet No. 18-10-2 (1] summarizes the results

of this meeting: :
"The symposium was keyed to the ‘'utility' of
standard benchmarks, us ing " the Steering
Committee's concept as a 'strawman.' The sympaium
was successful in meeting the established goals
and in familiarizing many of .the potential users
with this concept.”

®he USACSSEC effort resulted in a contract with Galler

Asseciates to "define a 'standard benchmark' and its usage."

Although the Galler contract culminated in an extensive

report [4] describing ~a "kernel" approach to the gtandard
- "benchmark concept, the -USACSSEC nevertheless felt that there

were still several unanswered’ questions and unresolved
, problems. Among these was the problem of mapping user

1]
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workload/féquiréments into the proper set' of "kernels." This
appears to be the extent of the USACSSEC effort.

c. Navy efforts

v

A related effort was begun in June 1973 within the
Department of the. Navy's ADPE Selection Office (ADPESO).
This effort, partly._in support of the DOD effort and partly’
for ‘in-house use, was directed toward developing a small set

of synthetic programs which could be used to "enhance an
existing set of natural benchmarks 1in order to gauge
specific system characteristics® [2]. Although the Navy

effort produced five synthetic benchmark programs in which
parameters could be set to force a. prescribed 1load on
various system resources (e.g., the CPU, 1/0), several
difficulties were reported. Among them were the dependency
of the parametexs on the nature of the system being
evaluated, and the "sheer magnitude of the number of
combinations of program parameter values" [13]. The study
concluded that ralthough synthetic programs could be
controlled to produce a prescribed processing load on a-

given system, it was not possible "to arrive at a
generalized, comprehensive, ~and accurate model of system
workloads except in the most trivial cases." It added,
however, t hat "if one accepts a 'modest' workload

characterizattiton, aimed more at reflecting extremities and
crucial areas.rather than comprehensiveness, it is _possible
and reasonable to construct a benchmark from a set of
synthetic modules."” No further work has been reported on
this effort.

2.2. Auerbach (Stahdard Benchmarks
\ .

Perhaps the earliest reported  use of standard
benchmarks was by the Auerbach Corporation _in the
development of their Standard EDP Reports 16,2}{/) These
standard "benchmarks" were actually problems that covered a
number of ‘commonly performed ADP* functions, such as file
updating., The problem3 were hand-coded in assembly language
for each vendor's system. - Published ﬁnstructione}4m§s were
then wused to calculate stand-alone problem time’, “number
of standard equipment configurations were defined to make
comparative vghdqg‘evaluations easier. Execution times were
estimated for each problem on each configuration. Users had
to relate their special needs to these stamdard problems,
and, because they were <coded in assembly language, the
problems were written differently for each vendor's“system.
The problems were not actually run on vendor systems, and
7~ | ) *



the estimated execution times did 'not consider
amulti- programmlng effects. This approach has apparently not
‘been used since approxlmately.l97l

3 _ B | 1.. ) . |
2.3. L#tcas Modules ' ' : ) . .

.. In a 1972 article [9]), H. Lucas uggested that‘" set
'of industry-widé synthetic modules be developed and prov1déd_
" by - each computer . manufacturer for his equipment:" The
intended ‘use of these . modules was primarily to assist userf’s.

in modellng their workload (1~e., consteucting a benchmark)
"for use ‘in the selection process. ) 7

T@e proposed s tic modules were divided into three

categories? - compll attributes, operating system
attributes, and program execution. Both thé compiler: ahd . ..
operating sttem categories contained modules primarily ﬁza‘
concerned wi'th evalugting error detection features. The
program execution <Ccitegory attempted to "represent all of
‘the common " eoperations found in both commercial and
dcientific data processing." Examples of such execution
modules are: fixed point operations, stress analysis,,
forecasting model, and fixed length record update Each of .
these proposed modules had associated with it ®dne or more
adjustable, but very general, parameters. Sample parameters
included: number of calculations and precision, size of
problem, number of forecasts and number of periods, anid ol
number and size of fields updated. ' /

- Although Lucas suggested ‘that.a user could convtﬂgtt a
benchmark by selecting a group of. synthetlc moduley from -
such & collectipn, - he did not pec1f1tally address the

problem of how " this mapping from user requirements into
svynthetic modules and parameter settings should be done. He

simply stdtes that . "the evaluator must determine the s
ant1c1pated job load for the system to be evaluated" and . "
‘that "he then selects repre tative models (i.e., synthetic /
modules) and joins them-toge®¥fer into jobs which model that

load." . )

2.4, Mltre'Stody

A study copducted by the Mitre Corporatlon in 1975 (8] .-
for " NBS, stated three primary objectives: "to develop the"
.Appllcatlon Benchmark, Library concept, to perform, a'‘'
preklmlnary feasibility test of ‘this concept and to, identify *,
‘related aréas for further study." The "development of the '

b g 4 . .
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-concept" consisted -of a suggested approach concerning ‘the
"structure, création, use maintenance, and documentgﬁion' of-
. an application library. -The "preliminary test" consisted of
. a controlled testing of two parameterlzed : appllcation
programs, one written in FORTRAN.and the other in" COBOL.
”Areas fpr further study" included investigations into th®

"operational" ‘and "economic" fea51bllity of the library
concept. One of the suggested "“operational ‘feasibility"
tests ‘included testing the ability to map user programs into
library programs. In-summary, the Mitre report suggested a
"physical structure for the 1library, outlined a library,
maintenance procedure, ‘and showed that the resource demands
of parameterized  programs could be controlled in a
predictable manner.

~

N,

2.5. Department of Agriculture Experience
) v ] :

In 1972-1973, as part of 1its procurement of a new
system for which few operational programs existed, the U.S.
Department of Agriculture (USDA) undertook to develop a set’
of functional synthetic benchmark programs. Although the

procurement was subsequently consolidated with other
procurements, the same benchmark programs, with revised
- workload estimates, were used for  this consolidated
procurement. Three vendors #submitted proposals, and all
three demonstrated their proposed systems using the
synthetic benchmarks. The consolidated procurement was
cancelled, however, without an award being made. At the
present’ time, USDA 1is going forward with seweral new,
independent computer procurements., Each procurement

~involves sizing the  present and future workloads of a
xdifferent g oup of USDA agencies. The same basic set of
synthetic chmark programs used in the original
. consol idated procurement is being used for several of these
;"‘ jprqgurements [14]." However, the programs have been upgrade d
~in™a number of ways since they were first developed. M%
~* importantly, a standard procedure was developed by USDA
- .its agencies to follow in projecting their worklQads and
pping them to the synthetic programs. The following
Pparagraphs discuss the USDA benchmark programs, the work lLoad
_.mapping procedures, and variouMtechnical considerations and
issyes related to the USDA effort.

) a.  Structute of the programs ‘ N
. ‘ <Al
Each of the USS% benchmark programs 1is designed to

P perform some mmon - data-manipulation _function. - *Major
- categories of fﬁgctidns are: , (1) batch_. versus on-lire
{ f
\ p 9




processing, (2) serial versus non-serial data accessing, and

(3) data retrieval versus da%a update operations. A

‘synthetic program was developed to represent each required

combination of these major categories (for example, “"batch
serial update"). This effort resulted in a set of synthetic
programs which represent distinct ADP operations across many
applications, rather thap programs which represent complete
applications (such as "payroll"). The synthetic programs
are ‘inherently quite small 'and generate little CPU load
except for that associated with moving transactions and data
records in and out of memory. A .common routine 1is
incorporated into each program, however, which can be set to

“consume any amount of CPU time and any amount of memory.

All on-line synthetic programs are designed to execute in

~conjunction with vendor-supplied transactiom . processing

software, which is expected to pass to the programs. one
transaction at a time on. a demand basis.

The synbhetic programs are supported by a number of
other software and procedural components, which together
constitute a benchmarking system. These supporting programs

include: a data generation program, a post-demonstration
analysis program, a workload mapping procedure, and a
workload tally program. some of these components are

relevant to this report and are therefore discussed at
greater length in the following paragraphs.

b.. Techhical cogsiderations 8

By virtue of its use 1in actual procurements, the USDA
benchmark system has had the benefit of several critical,
technical reviews. The more salient technical issues of the

-Usﬁﬁwstandard benchmark effort are discussed here.

First, it has been proven feasible to map the workloads
of a variety of USDA agencies to the benchmark programs,
This issue is discussed at greater length in the next
section. The USDA mapping effort did result in one or more
new synthetic programs, or, variations of programs, being
proposed in .order to more closely match certailn Pajor
workload functions. Each proposal for a new program was
evaluated to determine whether the resulting improvement in
representativeness would be sufficient to justify the cost
of developing the new program. On ogeasion; new programs
were deemed to be necessary.

There was considerable concern at the outset of rthe
USDA effort whether a vendor could take unfair advantage of
some inherent characteristic of the synthetic programs --

L 4
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for example, by placing the entire executable portion of
code in a small, high+speed memory. The approach USDA took
in dealing with this issue was to attempt to identify each
potential weakness and correct 1t. A technical solution was_
dev§¥§ged for each potential weakness that was identified.
USDA ports that no.weaknesses have since been found which
could not be overcome.

One major problem which USDA faced was interfdcing
their benchmark programs with sophlsiicated vendor software
‘for which standards did not exist though this - issue 1s
not peculiar to synthetic programs, it 1is nevertheless

. Important enough to mention here. In particular, \the USDA
benchmark depends upon a transaction processor and a
data-base management system, However, only the most
fundamental functions of these subsystems are used and even
then, the vendors arg allowed to modify the program
inter faces. Although a . more accurate workload
representation c¢ould be produced if segments of the
benchmark programs were tailored to the vendor software,
"this was not deemed feasible for a number of reasons. One
major reason, . presumably, was the desire to run the same,
unnodified programs on all vendor systems.

One potential weakness of standard benchmark programs, "“/
srred to in Section 3.1 of this report, is the potential =
2 ;r the programs to influence the evolution of vendor
systems. Nothing in the USDA experience can provide an
answer one way or- another on thisg issue. «j

c. Workload mapping ' |\
[}

Because the current series of USDA.procurements involve
‘s@veral dif ferent USDA agencies whose computer processing is
performed at various computer centers, each agency is
required to project its own future workload to be supported
by the new systems. Technical personnel supporting the
procurements, however, do provide the discipline to assure
the compatibility of format, in addition to combining the
workload projections for each center.

Early 1in its procurement efforts, USDA deemed it
necessary to use a standard procedure for mapping agency

workloads to the synthetic benchmark programs. Such a
procedure was developed and has since evolved as personnel
.of several USDA agencies have used it. The.workload mapping

procedutre is incorporated into this report as Appendix B.
In summary, the procedure consists of “four steps:




1. 1Identify major agency functions that! result in an

) ADP workload. Wheré practical, functions aﬁe
budget line .items, such as  “cotton. “Toans . "
Establish a discrete unit of activity measure fbr

each functioh (e.g., "number of loans") . N

2. Determine what ADP opérations result from one
. . occurrence of each function. Thése ADP operations
' are further quantified.in terms of - occurrences of
various synthetic benchmark programs, ‘or other
specifi® benchmark workloads, such as program
compilations.

~ 3. Project the units of activity for- each>major agency

' ' function over the system life. Wher® practical,

this activity is performed by budget personnel or
othenynon—AQP persons.

P

4. Extend the quantifications of agency functions to

ADP operations; i.e., to synthetic programs and
other benchmark components. USDA has developed a
computer program to assist 1ts agencies in
performing this step. ’ 4

Step 2 above appearg,to U@ the most tedious, and crequires
that personnel have a thorough knowledge of thetr ADP

. operations. These persgnnel must also be thoroughly

familiar with the synthetic -benchmark pgograms. USDA
reports that approximately eight hours of ™sutoring are
required to familiarize personnel with these procedures.
Fur ther discussions are sometimes necessary to clear up any
misunderstandings that may surface later. Nevertheless, 1t
is repgrted that agency personnet without prior knowledge

of t benchmarking system, awe performed the mapping
process effectively, and in several instances, with
relatively 1little training. Phis training procedure has

been the source of some changes to the synthetic programs,
since it is here that new people have the opportunity to
review tWe programs and surface.deficiencies with respect to
the way the programs represent real ADP operations.

'd. Effectiveness
i |
The .USDA benchmarking system app